Explanation and
prediction in
political inquiry

The philosopher of science Ernest Nagel has written that
. . the distinctive aim of the scientific enterprise is to provide
systematic and responsibly supported explanations.”! If Nagel's
view is representative of most students of scientific method, we can
conclude that those doing political research and those reading the
results of such research ought to know something about the nature of
sclentific explanation. Furthermore, it is evident that political sci-
entists are forever trying to answer, explicitly or implicitly, “why"
qufﬁtions: Why did the Supreme Court make the Baker v. Carr deci-

! Ernest Nagel, The Structure of Science (New York: Harcourt, Brace & World,
1961}, p. 15.
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sion? Why does the United States have a two-party system? Why do
businessmen tend to vote Republican? Why did President Ford par-
don Richard Nixon? Why did Russia invade Afghanistan? When a
question begins with why, an explanation is being asked for. In
addition, such frequently used words as consequently, hence,
therefore, because, obviously, and naturally are good indicators that

one is face-to-face with, or in the midst of, an explanation.

Explanation and political inquiry

Of course, much of political science is descriptive, and, as we
have seen, many political scientists devote their energies to dis-
covering and describing political facts. However, while recognizing
the importance of description to a science, especially an immature
one, we must not assume that it is the end of science. Emphasizing
this point for behavioralists (but really for all political scientists) is
Heinz Eulau: “No piece of political behavior research is content to
describe the universe of politics. - - - The goal is the explanation of
why people behave politically as they do and why,asa result, politi-
cal processes and systems function as they do.”?

One more justification of the political scientist’s concern with

explanation should be mentioned. A characteristic of scientific ex-
planation which will be examined later in this chapter is its logical
identity with scientific prediction. That is, the logical structure of
explanation and prediction is the same; the difference between them

based on the way they are used. I the objective

is pragmatic, that is,
to account for a past event or a present state of affairs (explanation),

or is it to describe a future event or state of affairs (prediction)? If this
identity is valid, then prediction, and therefore explanation, ou ghtto
be a major concern of political scientists. For one of their primary
activities is to provide advice on policy matters, and policy deci-
sions are always based on an expected outcome, 8 prediction about
the best means for implementing a given end. In fact, pavid Truman
has written, “we cannot . . . escape the necessity to predict. Gov-

ernmental officials and private citizens anticipate as best they can

the consequences of political actions with which they are in-

———— -
2 Heinz Eulau, The Behavioral Persuasion in Politics {New York: Random House.

1963). p. 24
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itself. The point can be made if we translate the two arguments into

simple deductive logic. If A = “single-member district system,”
B = “two-party system,” C = “third parties are undercut.” and
DO=*“If . . . then,” the explanation of the singular fact would be:

{1 A DB, and of thelaw: (2) A DC

A C>OB

B ADB

What is so special about a deductive explanation? The answer lies

in the logical connection between the premises and the conclusion,
the premises and the conclusion, the explanans and the expla-
nandum. To understand this connection is to grasp the power of
deductive explanation. If the premises are true, the conclusion must
be true.’ Here is where the necessity of the argument exists. As
Abraham Kaplan puts it, “In the deductive model the necessity does
not lie in the premises, but rather in the relation between the prem-
ises and the conclusion which they control.”¢ In addition, for an
explanation to be truly explanatory, its generalizations must be
well-confirmed by empirical evidence. This rather obvious require-
ment refers to the generalizations themselves, not to the logical
structure of the argument. So, a sound scientific explanation ac-
counts for a fact by showing that it is one instance of a general
tendency. This is what a political scientist does if he explains a
political phenomenon. If all sample surveys indicate that all
businessmen are Republican, it is not surprizing that businessman X
is a Republican; X is included in the generalization. '

We must at this point make a distinction between two kinds of
explanation, deductive and statistical-probabilistic. As the label im-
plies, the former is an exercise in deductive logic. As already noted,
in a valid deductive explanation the logical connection between the
explanans and the explanandum is such that if the former is true, the
latter must be. A deductive explanation employs universal laws or
generalizations stating that all As are Bs. This is why the explana-
tion can be deductive. Now, as we saw in Chapter 6, a universal law
is never necessarily true. An empirical generalization must be test-

s For the nature of deductive logic, see any logic text. Two of the most highly
respected are Irving M. Cope, Symbolic Logic (New York; The Macmillan Co., 1954),
and Patrick Suppes, Introduction to Logic {Princeton, N.J.: Van Nostrand, 1957).

¢ Abraham Kaplan, The Conduct of Inquiry (San Francisco: Chandler Publishing
Co., 1964), p. 339.
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cent of registered voters-are cross-pressured, {2) 40 percent of regis-
tered voters who are cross-pressured are Democratic. Let us repeat,
this is a deductive explanation, since if it is a valid argument and the
premises are true (the probabilities are true), then the conclusion
must follow. From the standpoint of logic then, the explanation of
universal laws and that of statistical laws exhibit no differences,
since in a sense they are both “universal” statements. The distinc-
tion is that one states that in a certain universe all individuals ex-
hibit a certain characteristic, while the other states that 60 percent

have the attribute. So the tricky facet of statistical explanation is the
explanation of the single event.

OTHER NOTIONS OF EXPLANATION

We must now consider an alternate notion of explanation and try

to describe its shortcomings. Robert Brown speaks for many
philosophers and social scientists when he gives the following defi-
nition: “All explanations are attempts to explain away impediments
of some kind.”® This implies an interpretation of scientific explana-
tion that is psychological. That is, “to explain” means “to make
understandable,” to reduce the unfamiliar to the familiar.? In the
words of the well-known physicist P. W. Bridgman, “Explanation
consists merely in analyzing our complicated systems into simpler
systems in such a way that we recognize in the complicated system
the interplay of elements already so familiar to us that we accept
them as not needing explanation.”® This notion of explanation is in
opposition to the nomological interpretation advocated in this book,
and, as will be demonstrated, it misses the point of what explanation
is all about.

The power of scientific explanation lies in the logical connection
between the evidence and the conclusion (fact to be explained), not
in the degree of psychological familiarity the argument has. Ac-
cording to Carl Hempel, “the covering-law concept of expla-

8 Robert Brown, Explanation in Social Science (Chicago: Aldine Publishing Co.,
1963), p. 41. .

?For an interesting discussion of explanation and understanding, see A. James
Gregor, An Introductin to Metapolitics (New York: The Free Press, 1971), esp. chaps. 7
and 8.

10 P, W, Bridgman, The Nature of Physical Theory (Princeton, N.].: Princeton Uni-
versity Press, 1936), p. 63.
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plained when it can be fitted into a pattern'2 or system.!? “According
to the pattern model, then, something is explained when it is so
related to a set of other elements that together they constitute a
unified system. We understand something by identifying it as a
specific part in an organized whole.”' If this model proposes
another mode of explanation which is nonnomological, then it
should be pointed out that one does not account for something sim-
ply by showing that it fits into a pattern. This might describe some of
its relationships, but it doesn’t answer the why question. On the
other hand, the pattern model might be interpreted in a nomological
sense if the relationships of the pattern or system are taken as man-
ifestations of generalizations. In this case it cannot be considered a
distinct model.
There is another intellectual position that comes to mind in a
discussion of the nature of explanation and psychological under-
standing. It is the argument that the nomological model of explana-
tion does not really explain at all. Using the generalization, “Work-
ers tend to vote left,” and the statement, “X group is made up mainly
of workers,” to explain the group’s voting left, does not, according to
this criticism, really show why the behavior occurred. Something
else is required, so the argument goes. For instance, W. G. Runciman
has written, “Given that being a Catholic is correlated with being a
Democrat, the question why is not so much answered as asked.”15 At
one level, this is a version of the claim that no explanation is final.
All explanations are, to use Abraham Kaplan’s terminology, “inde-
terminate.” That is, “‘every explanation is in turn subject to being
explained.”?¢ This is a reasonable claim, and one that the practicing
political scientist would do well to keep in mind. However, it tends
to cast doubt upon an argument such as Runciman’s, for it makes
clear that there are different levels of explanation. One of the tasks of
any science is to search constantly for more refined laws to account
for more variance (speaking statistically); in other words, to explain
a wider range of phenomena more completely. But this does_not
12 Kaplan, The Conduct of Inquiry. '

" Eugene Mechan, Explanation in Social Science: A System Paradigm
(Homewuood, Ill.: Dorsey Press, 1968).

14 Kaplan, The Conduct of Inquiry.

13 W, G. Runciman, Social Science and Political Th
bridge University Press, 1963}, p. 92.

16 Kaplan, The Conduct of Inquiry, p. 354.

eory (Cambridge, Eng.: Cam-
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really explanations at al]?18 In the strictest sense they are not ex-

planations, and so naturally they do not predict. In this period of a

developing science of politics, we must often content ourselves with

partial explanations, or even less. But this practical concession does

not allow us to weaken the model] of explanation to the point that it
no longer explains.

Kaplan also implies that statistical laws can often explain better
than they predict. However, once again, the explanation only ap-
pears sounder because the event has already happened. If the laws of
voting behavior assert that it is 8¢ percent probable that county X
will vote for candidate A, we can predict as well as explain the
county's behavior with 80 percent certainty. The fact that it does
behave in the predicted manner does not make the explanation
sounder than a prediction.

There is another argument often used by those who clajm expla-
nation is possible without prediction. A well-worked example has to
do with the explanation of earthquakes. We can explain them after
they have taken place (using the proper laws and citing relevant
conditions), but it is usually impossible to predict a quake. Rather,
the last clause should read “technically difficult,” because we are
often unable to know about the initial conditions. Shifting the
example to politics, we might have rather sophisticated laws ac-
counting for revolutions and civil wars, but the initial social, politi-
cal, and economic conditions existing right now in a small Latin
American republic that would allow us to apply the laws may never
come to our attention until after the revolution has occurred. This is,
then, a technical, not a logical difficulty and it in no way refutes the

logical identity between explanation and prediction. Ernest Nagel
has put it this way: “In many cases of physical inquiry we are igno-
rant of the pertinent initial conditions for employing established
theories to make precise forecasts, even though the available theories
are otherwise entirely adequate for this purpose.’'19

There is still another argument made by those who reject the
logical identity of explanation and prediction. It is that we are often
able to predict without being able to explain. This is, then, a reversal
of the argument just considered. Abraham Kaplan has presented the
following as a case in point. “Analysis of voting behavior, for exam-

!9 Nagel, The Structure nf Science, p. 461,
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. sibility of a science of politics (and therefore the scientific explana-
tion of political phenomena), which we attempted to refute on
methodological grounds in Chapter 3, are often of practical signifi-
cance. For instance, while the complexity of political phenomena
presents no logical barrier to nomological explanation, it can create
difficulties for the political scientist conducting research. No claim
is being made that political science is simple and that complete
nomological explanation is immediately achievable. On the other
hand, we have argued that explanation in any science must meet
certain requirements, and it will only prove disillusioning to attempt
to achieve explanation by drastically weakening these requirements.
Taking a moderate position, one ought to realize that there are vari-
ous degrees of completeness possible in explanation; one can make a
series of distinctions between degrees of completeness and yet draw
the line at inadequate explanations. In other words, if we are
explicit, the class of incomplete but pragmatically acceptable expla-
nation types can be distinguished from pseudoexplanations, argu-
ments which have no explanatory value. The addition of one or
several elements (usually laws) to an incomplete explanation makes
it complete. But no addition could make a pseudoexplanation ac-
ceptable, short of complete revision.

Carl Hempel has explicated this criterion of completeness for ex-
planations rather thoroughly.?! Using his analysis as a guide, we can
spell out a typology of completeness for political scientists. First, of
course, are complete explanations, those that explicitly state all laws
and initial conditions. Hempel points out that such perfectly com-
plete nomological explanations are rarely achieved by scientists. In
the natural sciences this is usually because the explainer assumes
that certain laws will be presupposed, and so formally states only the
necessary facts. “If judged by ideal standards, the given formulation
of the proof is elliptic or incomplete: but the departure from the ideal
is harmless; the gaps can readily be filled in.”?? In other words if
asked to, the scientist could easily provide the missing laws (or
initial conditions) that would completely account for the phenome-

1 See, especially, “Explanation in Science and History,” in Robert G. Colodny,
Frontiers of Science and Philosophy (Pittsburgh: University of Pittsburgh Press,
1962), pp. 7-33; and “The Function of General Laws in History,” Journal of
Philosophy, vol. 39 (1942), pp. 35-48. '

22 Hempel, “Explanation in Science and History,” p. 14.
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non in question. The number of elliptical explanations in political
t. The discipline is simply not well enough de-

science is not gred
veloped to allow 3 political scientist the luxury of assuming that

others are aware of the laws he is implying. This is one reason for
asking that political scientists explictly formulate their generaliza-

tions.
Hempel's scheme has a category that is more relevant to political

science. This he calls the partial explanation.23 Like the elliptical

type, it fails to explicitly formulate all the generalizations upon

which it is based. But even when the generalizations are made evi-

dent, the explanandum is not completely accounted for. All that is
demonstrated 18 that something in a particular general class is to be
expected. Thus, suppose We want to explain why a certain presi-
dential decision (S) was to send troops to nation Alpha (W)- A partial

1d only show (for example) that (1)S was an aggres-

explanation wou
sive act (class F); (2)in these circumstances an F is to be expected;

and (3) W is In the class F- Thus the aggressive act would be ex-

plained completely, the sending of troops partially. Aswehave said,

partial explanations are important for political science. An explana-
tion is partial'because its laws cannot completely account for its

explanandum; this is the nature of most, if not all, laws about politi-

cal phenomena.
One might havean explanation of sorts, but still not think it meets

even the requirements of the partial explanation. In this case, W€
might classify the argument as an explanation sketch.2¢ Such an
aracterized by @ lack of explicitness and logical rigors

argument is ch
yet it seems to be pointing toan explanation. Thus, it serves asa sort

of outline orf sketch to direct one’s attention toward possible re-
lationships and ultimately a moré complete explanation. The social
ding political science, abound with such explanation

sciences, inclu

sketches. They aré valuable if it is kept in mind that a complete
i still far in the future. Take, for instance. Nathan

litics which begins with the maxim,

Leites’ explanations of Soviet po
Character determines behavior.”’*® They boil down_to attempts at

e .

2 [bid., p- 15

24 Thid.

25 Nathan Leites. A Study of
The Operotionol Code of the Polit

Bolshevism {Glencoe, fil.: The Free Press. 1954), and
buro (New York: McGraw-Hill Book Co.. 1951).
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political behgvio(r3 ((;)e::}ilsi‘:k.tyie personality and ther o' 8 itto

) n-making, etc.). Leites’ i
speculative ) , etc.). Leites’ explanation
o e rigaoridiallltce most psyoholanalytic analyses,pa bit shoita(;:
. as explanation sketches they are interesting and

potential i
ly useful, for they point out some possible explanatory fac

tors—in short i
, a start is made. Once again we must admit that in its

present stage of develo .

. . pment, political sci

fied t science must i
pec with the explanation sketch. But that is a Of.te-n be satls-
ogical, shortcoming. n empirical, not a

All of these inco
mplete explanati
from th planation types can be distingui
e pseudo or nonexplanation according to one n?;snnngth

No matte i i ol
r how incomplete, it will be possible to test even a::t:;;)ol:.

nation i i
nation :E:;::lslu[::ntl}i:odly, this may take some doing). That is, even
to empirical entitiesEgolezgr‘lasp(l;naﬁon T e mat the
o emp? - experience. Such is n
naﬁonst; ::;:):gltananons. “In the case of nonempirical ;tq::l:
T e torme make ;olrti -sketche.zs . .. the use of empirically mean-
g emation. that impossible even roughly to indicate the type
o I e This d.\:r-ouh.i have a bearing upon these formula-
. ons 1o im istinction between incomplete and pseudoex-
portant to our analysis. Many of the explanations

that one com i
es - .
across in political science are incomplete rather than

pseudo. Th i

P ording to t;:s‘tlzlrlig:r :lhey should be evaluated and criticized ac-

o e dismissed s of sound scientific explanation, they ought

e 1 lnd tom as useless. To the contrary, their explication
ore complete explanations when more sophisticated

laws are availabl
e. A framework .
o ed in the next section. for such explication will be dis-

Patterns of explanation

The first part of this chapter descri

The ! scribed the nature of explanati

n ;)acco ‘ixlllts;::ncel.. V.Ve arg.ued-that only nomological eprl)aiI;":ito(:ll;

e to bo diffor :I:)t 1tt1cal scientists’ why questions. What might ap-

P o logical mod ?'pes of explanation are actually variations on a
odel; they share the basic characteristic of employ-

Y “ .
emp?l, The Function of General Laws in History,” p. 42
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ing laws to explain. This section will describe a typol.ogy of pa;tfe‘zx;:
of xplanat based on a survey of political science hterature.. it
o e;(lp}an;l:;?:e then the argument that every sound explana;lontl:r;
atoilitié:lcscienc’e contains at least one lav.v becomes strsct)rr;%:(ri. or
flomological character of each pattern W'lll b(;1 demg?s e tanl, i
The patterns are six in number. The first t ree, e pon-
tentional and rational, employ human c':har.acterls lcr a5 inceper
iables. The others are macroinstltutlo.nal, sys. e -maintain
fiem Va(;la etic. It will become clear that a single cntleflon a !
;)r;i;la?xse%ertlo cl.assify patterns. For instance, c.lisposmio:la;l ::p u;:
i sstinguished from macroexplanations ma 1 the
g::i(sn:)sf ::;t:rlxstt.lthgat is, the different types of conce;:ltls u;:clll Zs ;nc;iicsa-
dent variables in their generalizations. On tht.e other d',f 2 die
P siti 1 explanation and a genetic explanation .have i !
905“10’::5 Burt) we need provide no lengthy justification of tl(;ls mllla:
::I T:;:::y (;f criteria, since our basic thesis is that .all soutI;d :a:pde-
n:tions are nomological. In this section we 'are mter(if oy
scribing the methods (patterns) of explanation actually
pOIIiBtIF arlescr:rllir\l/til;;s‘on to the patterns themselves, one Tor; pz}lr:;
neejs(Z:larification. Each of the patterns is an ideal-typ: o lsixzi C:l the
ions that one comes across in the literature o po iical o
explanatlo‘;: niixed However, in most explanations el et: o.
attern i (:i eninant o-r the two or more coequal patterns are distin-
pat'tembis' t(})lmrefore, we are justified in speaking about 51x pattelr'n.s
gu:is::su:lin: that such discussion is useful for the practicing politi-
an

cal scientist.

THE DISPOSITIONAL PATTERN

. . .
The dispositional pattern in politic_:al science is s0 ::Il:zl;a:czet:ztise -
it uses dispositional concepts. A (.ilspc')smon is a ter oy o
ls ond in a certain way in a given SItuatlon'. Includle.adfm va;aues s
dli)spositional concepts are attitudes, opinions, be 11)2 s(iistinguished
ersonality traits. The dispositional pattern can 5 iatinghimies
?rom the intentional pattern because the fo@er makes et
to conscious motives. In other words, the link between

i behavior is not “out in the open. . 3 3
tlorl\ldz;:dBrzdbeck has pointed out that the dispositional definition
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itself may be employed as the generalization in an explanation.?”
Thus we might explain an individual’s electoral decision by stating
the following definition: “A leftist is one who votes left" (voting left
defines the disposition), and then claiming that the individual is
leftist. However, the explanation is then, in May Brodbeck’s words,
“vacuous and circular.”?8 That is, useful dispositional explanations
which tell us something about the world will relate the disposition
to another factor, the result being an empirical generalization. Such
an explanation is not vacuous and circular. Thus the pattern’s
nomological nature becomes evident. Dispositions are antecedent
conditions, independent variables which must be linked to resulting
actions by covering laws before they can explain anything.

There are as many types of dispositional explanation as there are
kinds of dispositions. Some of these we have already mentioned.
However, there are several other dimensions according to which
dispositional explanations can be classified. The dispositions may
be attributed to individuals, decision-makers, groups, types of
people, classes, nations, or all men. The laws or relationships can be
explicitly stated, consciously assumed, or unconsciously implied;
and based on controlled analysis of statistical evidence, observation
and experience, or commonsense speculation. A succinct statement
of these dimensions can be made in the form of a series of questions,

the answers to which provide a clear categorization of any disposi-
tional explanation:

1. What kind of dispositional concept?
2. Who has the disposition?

How is it related to behavior (how well-developed and articu-
lated are the laws)?

4. What kind of evidence is provided (how scientific)?

The last two questions can be asked of any pattern, of course.

Let us consider an example. Lewis Dexter has attempted an ex-
planation of the proposed fact that congressmen believe the mail
they receive from their constituents is valuable and worthy of con-
sideration.?® The explanation is based on a number of attitudes and

27 May Brodbeck, “Explanation, Prediction and ‘Imperfect’ Knowledge,
and Maxwell, Minnesota Studies, p. 268.

28 Ihid.

% Lewis Dexter, “What Do Congressmen Hear?”
and Social Life (Boston: Houghton Mifflin Co., 1963

" in Feigl

’

in Nelson Palsby et al., Politics
), pp. 485-95.
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»fs that Dexter thinks lead to the general disposition (the belief).

liscusses five such dispositions. Included are values: “Most con-
smen genuinely treasure the right of petition and the opportu-
n to complain about mistreatment”’;3°

. of the individual citize)
beliefs: “Some congressmen actually believe and many others

{o feel that on any issue of national significance rational com-
nication between them and any constituent is possible.”?* Dexter
racterizes these as dispositions peculiar to congressmen. In order
use them in explanations, they must be related in the form of
\eralizations to the phenomenon being explained.

Dexter also uses another kind of dispositional concept. This is a
seral psychological attitude attributed to all or most people.
lost people seem to prefer to know what they are supposed to
32 helps explain the congressman’s desire for indications of con-
tuents’ wishes. It is clear that the statement containing disposi-
s concerning most people can be considered a generalization
out most people. And since congressmen are people, and
neralization applies to them. We can conclude, then, that disposi-
ms employed in explanations must be found in generalizations.
it this reason, the dispositional pattern has explanatory power. .

JE INTENTIONAL PATTERN

al pattern in our typology indicates
ot intentional. Still, there is a class
fest such purposive behavior. This,

1en, is the basis for the inclusion of an intentional pattern. The term
Jtention refers to all actions (not necessarily successfully carried
ut) that are consciously purposive. And as a matter of fact, political
cientists often attempt to explain political phenomena by showing
hat the explanandum is the result of some sort of intentional action.
The simplest kind of intentional explanation can be schematically
sresented: “X does Y because he intended to do it.” But this is not a
:omplete explanation of Y, because no grounds are given for ex-
pecling its occurrence. Just because X intended to do Y doesnd mean
X will actually do it, unless of course we have a law, based on

The existence of a disposition
:at much political behavior is n
F actions which do seem to mani

30 [bid., p. 487.
31 tbid.
32 1bid., p. 486.

Explanation and iction i i iy
. prediction in political inqui
o . . quiry
om l;1);riltcac:l:ivl;;lesnce, th}e:t suc]h a person as X acts upon his intentions
een why at least this simpl i .
. ! ple law is necessary: i -
w(}):il:hneed r}gt result in actions. Some sort of statement isl':’e llrxl'tend
which provides grounds for explaining the action. Thus ;lc)rlr'e
stance '15;1;;1;,3 ct};at S(:Llator Smith lent his support to the Civ;l Riglllltls-
ecause that was his intention d '
A . n doesn't explain a i
tonstlelss we mcl.ude the very general law that “When a slcz-;natorIilr}:tt(}a1 "(118
o (;:)a;;ort a bill, hef us1‘xally does.” Thus even in this overl simnl'S
Usua(ﬁ, a ienerahzatlon is necessary for sound explanati}(’) -
y, however, what we have call i o
: ed an intentional
. . onal o -
fh ::f‘l‘lll, explanation includes more justification of its explana:ltli)llxl ;
fhan 7 ;cauf;: he wanted or intended to,” and “he who intends tm
." For if we want an intentional i i
oe ona explanation of a politi
:bl n}cl):lentonX that goes beyond this trivial argument, we wli)ll r‘(():gl
ano};h ve to refer to goals or objectives. It can be asserted thenpth A
anol ﬂ(:r 1m.portant characteristic of most intentional expl;nati(; &'lt
™ t::le is some reference made to goals, purposes, or ob'ect{ls .
wai tzd Gf:tu;: ofd the tllzattern then becomes, "X did’Y bec]aus:aw:ls.
,"" based on the generalization * :
people wh
do‘; u}?der these particular conditions."” ple whowant tendto
- ](:inecllve r;o_w notfad two kinds of intentional explanation based on
o s of intentional generalizations. The second clause is i
portant ogﬁzs;,m: w(mte) have argued, intentional explanatio::
e (“because he intended to” i '
e . ) or more im
tghel is::akl:?g (because he had X-goal) type, require laws thalt)(;;tl?t]t
demons(::latl:r:” }:0 .:}?e explanandum phenomenon and thereforz
y it is as it is. The mere statin i
. g of an intentio
‘g;;al does r}ot explam.(unless, of course, there are laws im lielcll 0‘3
LaccSapt it as a partial or elliptical explanation) g .
ost::ﬂsG]. Edinger’s explanation of why the nonpolitical elite i
En thea; ¢ :;glsar:iyfwis Eot anti-Nazi is intentional because it is bas;:i1
ed fact that the costs of a
purge of pro-Nazi offici
on i Zi 0
ef;‘)ecltd El;a.ve been m.()re than the Allies were willing to payl;::’mlls
dition,s ‘ 1n§}?r ;xp.la.ms the lack of a purge by setting forth the. conn
o nes: e emslon. to carry one out—that is, recruiting an en‘
tire grs “Thgroup of antl-.Nazi nonpolitical leaders. His explanator
R e more extensive the purge the more it will cost Or}:

33 Lewis J. Edinger, * itari
s ]. Edinger, “‘Post-Totalitarian Leadership: Elites in the German Federal
era

R i . oo
epublic,” American Political Science Review, vol. 54 {1960}, pp. 58-82



52

shapter seven . -
hel:)ther hand, the less the victor is willing to pay onehor 'd:le_ oe , SA
Jrice, the more difficult it will be to carry }hr.ough su;:1 a ;:errl%io.nal
Ellear'ly the term which makes this a variation on t. e mt o
theme is wwilling.” 1 X is not willing to pa};(/ ;hela ;()lr:ce, ;.y A e

- . is not, “X failed to C&
ut the purge. The explanation 1s not, iled to

;ilr:;eobecausg it didn’t want to,” but, “because it didn’t want to pay

the price required.” The lawful relationship exists between purging

and willingness to pay the price. In short, goals are cited to explam

ction. e
theS‘:) intentional explanations, like all other sound explanations

g g

- . . - onal ex-
However, some philosophers of social science see in intentio -
oation y of accounting for social phenomena

ation a unigue wa ing —
?ri:?hod of explanation logically distinct from the nomologiC

. " . e
model. The basis of this positionisa belief that a citing of intention

i i f the behavior under
explains by showing the meaningfulness 0

. . s ‘on
uestion. ““The explanatory force of learning the agent's intentio
q . ;

e aeh . sor; the
depends upon the author’s familiarity with intentional behiav:gre)dst
exglanation must solve a puzzle and in order for the puzzle

 of’ with which
there mustbea previous stock of knowledg.e a.md beliefs’ wn(l:f ‘;,nten-
the perplexing event is at variance.” This mterprf}:attl?:e ried 10
. tion tha
; tion is based upon an assump .
tionel xp #* ction. We contended that the psychological fact

in the first se ) ! . ;
reff‘;::illliarity has nothing to do with the logical requn‘.ements o
o

in
explanation There does seem to be an addedh attrs:ﬁt::eer‘\'ens‘s; axn :
intenti i being somehow
owing intentional explanation as b€ : . e
Ylevf:;'gthan other kinds. However, an intention exp%am‘s a ploh::)c;l
lfralst only insofar as it is lawfully related, directly or -mdfl;;x‘:t zl,e ithe;
That the fact is thereby made psychologically meaningful 18

ci it jon.
a necessary nor sufficient-condition of the explanatio

THE RATIONAL PATTERN

i demon-
A rational-type explanation 18 based on the p1'es.ume>tdte(;:1 t:ay be
strated rationality of men (all or types.of men). ;I‘hxst .pz:‘ o Y
considered as @ special case of intentional expland io

3 Thid., pp- B0-81.

35 Brown, Explanation in Social Science. - 66.
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general sense. However, it is sufficiently distinct and in wide

enough use among political scientists to justify separate considera-
tion.

A rational explanation has the form, “X because Y is rational,” or,
bringing out its nomological nature, “’X because Y is rational and in
situation S a rational man does X.” There are obviously many points
in this basic characterization that require explication, but first a pre-
liminary definition of rationality is in order.

Most definitions talk about rational behavior or action; thus,
people are rational insofar as they behave rationally. Robert Dahl and
Charles Lindblom bave stated what seems to be the consensus defi-
nition of rational behavior: “An action is rational to the extent that it
is correctly designed to maximize goal achievement, given the goal
in question and the real world as it exists.”?¢ So an individual is
rational if his pursuit of goals is as efficient as possible. The impor-
tance of goals to rationality indicates why we could say at the outset

that rational explanation is, in a way, a special kind of intentional
explanation. According to the definitions we have been considering,
all rational behavior is goal-seekihg. The only difference between it
and the intentional pattern is the claim that rational action is the best
way to achieve a goal. An intentional explanation makes no such
claim; it merely states that X has goal Y and in situation S, people
with Y tend to do W to achieve it—W is not necessarily the best
method, J. W. N. Watkins has succinctly made his point: “If we
define purposeful behavior as trying . . . to do or achieve some-
thing, it follows that fully rational behavior is a limiting case of
purposeful behavior.”? So we can now see why the rational pattern
is often confused with intentional explanation.

We have referred to the nomological nature of rational explana-
tion. Let us now show in more detail why this pattern shares the
basic logical structure of all adequate scientific explanations. Saying
that “A man, M, voted for candidate X because M was rational,”
while providing the outline of an explanation, does not really ac-
count for the behavior—show why it happened. It lacks the infor-
mation that relates the initial condition, *“M is rational” to the expla-

36 Robert Dahl and Charles Lindbolm, Politics, Economics and Welfare (New York:

Harper Bros., 1953}, p. 38.

371, W. N. Watkins, “Ideal and Historical Explanation,” in 'Feigl and Brodbeck,
Readings, p. 742.
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ter seven ) o . e
Chuz:m «M voted for candidate X.” This is provided by .
nan ,

lization that, “A rational man, in situatior_l S (tl'l'e évalrllatb}llz
Eenel:ﬂ would vote for X (or an X-type candidate). . ivel
Candl.d.ateslh t M is indeed rational, the direction of Yo.tl.ng lsf ex:
Con'dlt:ion aredicted). I we adopt the consensus definition o tjran
E"l(';llll:leity(orﬁ?e rational seeking of given goals—then the explanatio
i —_

takes the form: “M has goal G (to have his interests acted upon); Mis
akes :

i i te for an
rational; in situation S, a rational man with goal G will vo

i idate; therefore,M will vote for
;((-}y"};:a;;l\i::la::;)i; stl?: f(v;:)yiet;:l?:;gle, the second case is simply
v reﬁn'ed. to Carl Hempel's formulation of the rational patterl'l,

{\CCOfd“l;g ;)mes a sort of dispositional concept, fo.r it pfe.sentsA ;
rattli(:rllalslliyit ?A(r:ere as a manifestation of his general dxspos:it::: :)cl). z;a
n cha istic i ualify as approp -
il'l Chafadﬁ“:;‘:l ‘(::'t’asi:l- lsrilt:::tliy(:sn.«ts}.::tT(}J ha\fl}; the dis.po§ition.of lt:;:a-
%lonal—'—w le then, is not logically different from identlfymg w.1th We
I et ttitu,de) or being authoritarian (personality ‘tralt). f;
Ee‘!::)g:::fic}zsly classified rational explanati.ons a}’s z;l speg:;lncasﬁ a(:.
tl?e iﬁtentional pattern. Now, "belng ratlonalb .i lz:tsegrated' har

ized as dispositional. These two 1d<?as can be ints ted, W
?ﬁterg’:ﬂt being an interesting formulation of the rational p
er

i i t's
ini i consists of stating an agen
We can say that explaining rationally pp

oal; attributing a disposition, rationality,.to the. agent; ;aar;ned. a
%om;ulating a law relating them to the aCtlo,fl being exp
has A goal and is rational, ther'l he does C. - coaham Allison's ot
Angthor POttt L o ;atlkonall'i::rtlti;:c;:ions during the 1962
P Fx%lalcri'ifi(:;lﬁ'eﬁkir;ordi?: to his formulation (it should .be
b mlss;l'e is onc; of three patterns Allison tries out? one begins
mfted thattt' 1; the decision of the Soviets to place missiles in Cubef,
g ;C sut)h(; assumptions that Premier Krushchev n.xade theddcim-
ts}ils:: Zrllad fhat he was rational. The expla(;lation goulgulcr;:l(;l\;z ‘ ies if:)rr-l
ional leader maxing
mininngh:;t:esi%t(ijzlg (zlflra:nl;agtlllo: :mmber of possible goals and CO}I:-
‘A',?l:al:?nget'he potential gains and losses of each, Allison reaches the
si

3 Hempel, “Reasons and Covering Laws in Histo.rif:al Expl::;la:ao:.MiSS”e i
39 Graham' Allison, Essence of Decision: Explaining the Cu
(Boston: Little, Brown, 1971).
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conclusion that Krushchev was trying to close the missile-gap—

decrease the American superiority in nuclear weapons by placing

Russian missiles at America’s doorstep. According to this rational

account, this is the only goal that was worth the great risk of an
American retaliation.

This appears to be a very reasonable explanation of the Soviet-
decision yet it should be noted that we don’t actually know what the
intentions of the Soviets were. Thus, as Allison himself would point
out, he has not actually explained that decision but rather given it a
rational reconstruction: it might be that Krushchev had other goals
and/or was not rational. We might view this example as an explana-
tion sketch; if Krushchev was rational, if his goal was to close the
missile gap, and if there is a generalization which indicates that
leaders in this kind of strategic situation will usually take great risks

in order to improve their nation’s position, then we have begun to
explain the decision.

THE MACRO PATTERN

We have now analyzed three patterns of explanation. Each ac-
. counts for political phenomena in a different way, on the basis of
different types of independent variables. Yet all are similar in that
(1) they are nomological, and (2) the concepts, and subsequently the
generalizations containing them that account for the explananda
explicitly refer to human characteristics, whether individual or
group. The pattern of explanation which will be analyzed in this
section parts company with the first three on the latter point. That is,
the generalizations that a macroinstitutional explanation employs
have as antecedent factors or independent variables institutional or
physical concepts, so that in an institutional law A — B, the A is
such a concept. There are consequently two variations of the macro
pattern, the institutional and the physical.

The dispositional pattern already analyzed includes some group
properties—group dispositions—such as public opinion and na-
tional character. These are properly considered as statistical aver-
ages of many individual opinions or individual personality traits.
Thus, since we have classified such concepts as dispositional, they
will not be included in this section. What we are saying, in effect, is
that there is a difference between an institution (admittedly made up -
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of individuals and properties of individuals) a'nd a.groug. prgs;;t:ir;z
such as public opinion. The opinion of a group isa dl.rect_t lfp psition
of the individuals who make up the group. Whe.n. an m}sltl u ;:)enon "
as the party system is cited as the cause of. a political pf er.lostance ,is
property of that institution, its decentrallzed. rfature hor lnne miéht
usually being referred to implicitly or explicitly. T us 0 > g
want to call decentralization a disposition of a Party, smcl:fa i o
tence is determined by observing certain beha\tlors ott politica :Cro
ties in given situations. This is not i.n.compatlble w1.th 03: tmsuch
pattern, even when we add the additional assumptlofl a <
dispositions as party decentralizatior.l and group co},}e}fl?} a?vaeuCan
mately reducible to laws about indiv1dua! be.havmr. °?1 1s,t ve con
give this interpretation of party decentrahza_uon .and Sl.l . Of r the
usefulness of a macro pattern of explanatlon.m politica S.Cl:f e
because the decentralization of a party isnota c:;vrﬁgzltech::zgtrzrils glc of
its members as is a public’s opinion. . .
l1::;ethodological individualism this concept is fiefmable ;n tell::r;s :,fl
individual behavior, an individual is not col.leswe;. but, o cot}l > ,we
individual does have opinions or personality tra.lts. .Tht.are 0-;}1'1 we
talk about the decentralization of the party, of tht.a u.lsntunon. hls 12
because, while the party’s decentralized nature is in part a retshe Ay
human dispositions, these interact in such a way as t;) give he
stitution a characteristic which none of the 1ndfv1dua ] p(f)ssel.t.. N
One of the best-known explanations in the literature of po lflfh !
science is the accounting for of the U.S. two-party system. 2ne'3 fthe
first formulators of such an explanation was E.E. .S.cl:at;sc A111:1 ric;m
The general hypothesis from which he operates 1s, T. e el:cﬁon
two-party system is the direct consequence of lh(? Arflerlcl;afr;atms -
system, or system of representatilon."‘1 Tv‘vto (;n::t:;c;z:dem es o
ctoral system in particular are cite :
:lil:nse}isingle-rzember districts and plurali.ty ele(.:tlonsf.:l’1 Tl;:“l::rf'r;‘it
sociologist Maurice Duverger has stated his version ot the art. .
simple-majority single-ballot system favours the tt;vc:-i)l vz e
tem,™? and says about it «0f all the hypotheses that ha

— X - .
w0 g_E. Schattschneider, Party Government (New York: Holt, Rinehart & Winston,

1942), pp. 67-84.
41 Jbid., p. 69.

42 1bid., p. 74. . i ' ’
o lM!aurir::e Duverger, Political Parties (New York: Science Editions, 1963), p. 217
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defined in this book, this approaches the most nearly perhaps to a
true sociological law.”’** These arguments are important to us be-
cause they represent straightforward institutional explanations. The
fact of having a two-party system is adequately accounted for by
laws relating it to institutional properties of the electoral system.
We have now sketched the general nature of the macro pattern
and provided a justification for its consideration as a separate kind of
explanation. One kind of macro explanation uses institutions and
properties of institutions. There is another subclass of the macro
category. Besides institutional explanations there are those em-
ploying physical characteristics of the environment. Thus David
Easton identifies three categories of, as he calls it, situational data:
(1) the physical environment; (2) the non-human organic environ-
ment; and (3) the social environment or patterns of human activity
flowing from social interaction.”#* The latter is close to the institu-
tional category we have just discussed, and the former refers, of
course, to our present concern. Easton goes on to say that, “Our
physical environment influences our activity, regardless of the kind
of people we are. Our nonorganic resources, topography, and spatial
location, such as being near or distant from the seat of government,
influences the kind of political lives we lead.”4% A physical expla-
nation in political science in simplest terms takes the form “A; if A (a
physical fact), then B; therefore B (explanandum).” Physical facts
include geographical variables and characteristics of the political
system; for instance, the type of electoral ballot can be considered as
a physical explanatory factor.

Some students of politics have noticed a relationship between the
type of ballot and the incidence of straight-party voting. Angus
Campbell states the association in the following manner: “We find,
in the states which make it relatively easy for the voter to mark a
straight ticket, that the number of a straight tickets marked is some
20 percent higher than in those states where the ballot requires a
series of separate decisions among the candidates for each of the
various offices.”4?” And in a study of the impact of the Australian

“$ David Easton, The Political System (New York: Alfred A. Knopf, 1953), p. 194.

“ Ibid., pp. 194-95.

47 Angus Campbell, “Recent Developments in Survey Studies of Political Be-

havior,” in Austin Ranney, ed., Essays on the Behavioral Study of Polilics (Urbana:
University of Illinois Press, 1962), pp. 31~46.
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Balll:)t on voting behavior in the United States, ]lerolsc:eII:lus;l:) [fs(;g;
cludes that «institutional properties of the electpra 33;1 \ a;ts e
d either as an entity or as a network of cS)mpone_ p d. ol
e!i: ed and continue to play a crucial role in mﬂuencmcgl.a-nns ap
li)ngyvoting behavior—in essentiallgr detiillsli,l’l“g8 the conditio
bo%?l?)?xr;?}?:s(re(::::i:ln ta: ;E(gii?::atte (t)‘h‘:t) the macroinstitutional pat-

i , macro
tern is, like all sound explanatory types, nomological. In fact

i i a
many other patterns because they clfnn.l s:f::ll::zfn:};z::th § B C
i iated with a certain insti
phenomenon is associa

i jati s to be expressed in a law
or physical fact. That this association ha

seems evident.

THE SYSTEM-MAINTAINING PATTERN

. . .
There are many activities in political science (falled. fun}cltlo:::ll(;
system-maintaining. Some of these will be examined in C.dap soun(i
Oyur pattern includes only those which attempt ::1 ;:rm;ls e; Soune
i iti a. Thus seve yp
lanations of political phenomen . sevel . f func-
fi’:)‘;a]_ analysis have been rejected for inclusion In this section
se they are not explanatory. . i e
Cal;\z im:)’ortant case of presumably sound, but in fact mv(;ll‘l,(;riety
lanation must be distinguished from the potentlall)f sounttern o
‘cif system-maintaining explanation. In it the behavior pal inea b
stitution, etc., that is the explanandum is supposedly ex_p as oc o
showing' that it is necessary for the performance of function

o le-
turn are required by the system. The application of the label tele

ological can be seen as justified, for in t?ffect, th.e pre;exi se::;tlzrtlt(: zi‘
o poitical hesomenon s belng SEETE L on e ot sound.
is ki f functional-tele ; not & :
i:cctl'igil(l:i}(tlzi:ugh to demonstrate that a (.:ertam fu?;tl:;;ol:agziezf
sary for the maintenance ofa systefn-—for instance, dzs o bt o
values. However, it is another thmg. To l?m;f 001; et can
articular political institution or activity is the only g et
gerform the function. Thus we might be able to present evide

———— ++ Ticket
28 Jerold G. Rusk, “The Effect of the Australian Ballo‘l ll’lefor:)'nd soxz: osrﬁlrl;\;]e;lrii :s

Vi tin]e- 1876—&908," in Richard G. Niemi and Herbert F. Welsnerigém) ’p o

inoA mgt;,ricun Voting Behavior {San Francisco: W. H. Freeman, ,

49 Vernon Van Dyke, Political Science: A Philo:
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a certain political function is necessary for the maintenance (contin
ued existence) of the social system. But one cannot show that :
particular political institution is the only one that could perform the
function.
At this point, we can discuss the sound type of system-maintain.
ing explanation. Its main feature is the assertion and perhaps
demonstration of a causal relationship between variables and a sys-
tem. “It should be apparent that functional explanation is essentially
causal; if it is concerned with the effects of a given activity or prac.
tice on a system, its purpose must be the establishment of cause and
effect relationships.”? Based on the analysis in Chapter 6, it seems
reasonable to assume that if the notion of causality has any signifi-
cance at all, it is because “to show cause” means “to subsume under
general laws”; the concept of cause is reducible to the covering-law
model. It follows that to explain functionally or to use the system-
affecting pattern is to employ laws; thus, there is no difference in
this respect from other sound patterns of explanation. In explaining
a certain change, state, or maintenance of a system, we show whal
factors help produce it. The causal relationship can only be ac-:
counted for by citing a law that indicates the resulting state of affairs
is expectable under the circumstances. The distinctive feature of
system-maintaining explanations is the dependent variable, system
maintenance. Such an explanation attempts to demonstrate that
certain functions are necessary for the maintenance of the system
and that specific variables fulfill these functions.

THE GENETIC PATTERN

Of the six patterns of explanation we have distinguished, the one
that is the most distinctive structurally is the genetic pattern. Each of
the other patterns can be reduced to the admittedly oversimplified
schema, “If A (representing laws and initial'conditions), then B (the
explanandum).” But, in Ernest Nagel's words, “The task of genetic
explanations is to set out the sequence of major events through
which some earlier system has been transformed into a later one.”s?
Thus, a genetic explanation does not fit the above schema because it

sophical Analysis (Stanford, Calif.:
Stanford University Press, 1960), p. 32. ,

50 Nagel, The Structure of Science, p. 25.
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involves several stages. Its basic pattern (in its simplest form, in-

volving only two stages) is, “If A (factors at time 1}, then B (con-
sequent factors}; and if C (B plus other factors at‘time 2}, then D
(explanandum).” it is clear, then, that the factors in the schema occur
or exist at different times. This is why we said the genetic pattern is
characterized by stages. A simple causal explanation, “If A then B;
A, therefore B,” involves a time sequence. However, a genetic expla-
nation is marked by at least two explanation stages, each of which
can be considered a separate explanation, which together show why
a political phenomenon is as it is or was what it was.5! In other
words, an explanation fitting the genetic pattern first explains a state
of affairs X and then proceeds to explain, on the basis of X, another
state of affairs, and so on. ;

Thus the genetic pattern accounts for the present state of a politi-
cal phenomenon by showing how it developed over time from pre-
vious stages. It differs from other patterns because of this develop-
mental element and the multiplicity of stages. From what we have
said so far it seems reasonable to conclude that the genetic pattern is
often identified with historical explanation. It is also interesting to
note, in this regard, that much of the methodological analysis of the
genetic pattern has been carried out by philosophers of ‘history.5?
And, as a matter of fact, many of the explanations provided by politi-
cal scientists that can be classified as genetic are actually historical.
That is, in these instances the political scientist functions as an
historian in accounting for political events or situations. For in-

stance, Wilfred E. Binkley traces the development of the office of the
Presidency using a narrative style that mentions the key historical
occurrences that Binkley believes influenced the formation of the

office.s? But genetic and historical explanations are not identical. -

There are genetic explanations which are not historical in the tech-
nical sense, for instance, the explanation of the development of party

identification in The American Voter. 54

nt, so that the origin at one time

s1 A genetic explanation can be cut off at any poi
e explanandum if we push the
© ‘

may be a stage at another, and a stage may become th

analysis back in time. % .
s: See, for instance, W. B. Gallie, «Explanations in History and the Genetic Sci-

ences,” in Patrick Gardner, ed., Theories of History {Glencoe, lil.: Free Press, 1959).
s3 wilfred E. Binkley, President and Congress {New York: Vintage Books, 1962).
54 Angus Campbell et al., The American Voter (New York: john Wiley & Sons, Inc.,

1960).
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T ‘:ntc:naracterlstlf: (_)f many genetic explanations, then, is a
arra s y e or chronicling of events. However, it is obviou; that
eventci(;unltmg for a political phenomenon, not every antecedent
cventis rfe evar;?..We can say, at this point, that genetic explanations
accou wgf ;})lo .1t1cal Cll)lhenomena by describing a series of relevant
ich, in a chain-like fashi i
A, ashion, determine the state of the
Ho i i
relevaz:avetar, the.re is more to genetic explanation than a listing of
o ei I&)1lges tm the development of a political phenomenon. A
anation accounts for a political ph .
genetic e . phenomenon by show-
vjop:)nv: nltt vh\;as ctl}llan.ged or influenced at various stages iry its (;Z-
ye opme . ﬂow e important point is that each stage supposedl
o de influence on the following stage, and so on until the :
guese:in um ;;'. reached; one talks about ‘‘necessary conditions.” 'I?l')l(-
througo}?tl]:; uow cfan each 1stage be linked to the next? Our ansx.ver ise
se of generalizations. That i i ’
h . s, a law explains why t
:0 I(:11;OI;na;atn(c))ancthaélgeddfrom A to B, and then another law re};atl:
f B to C, and so on. Thus we see that i i
some . at if a genetic explana-
t};n dls to be of any value, it must be nomological, for it deper:)d:na
Anemonstratlorf that one stage has an effect on the next o
planatiexam}pi; will h.elp clarify our argument. William Riker’s ex-
genetico:xgl et .dec::ne (;(f judicial review can be interpreted as a
anation.5® Taking some liberties with hi
gen . ith his analysis,
quesfir:;fal(l:)ﬂ:}:a fgllowmg as an explanation of the phenominon“i,::
: e Supreme Court’s experience with the *
duestia : e “Court-pack-
msnj }f:sl:a(t): 193f7 .pex.'su%?d.ed it to practice judicial restraint; (ZI)) one
fanest tl(:n c})1 its judicial restraint was its periodic restriction of
. that fad been used to justify striking down acts of Con-
fecteé o sue:: ((i)re,tr v.vhen acts of Congress that previously were af.
octrines come before the Court, i ,
pores by such foctr ourt, it does not emplo
. , it does not practice judicial revi ;
nation is genetic because the i is the meseit of e
: explanandum is th
lationships between b by, o
three stages of the Court’s hi
. . urt’s history. And
relationship must be expressed in the form of a law; foll:yinstancgat‘:‘:

judicial body which is trying to divest itself of a power will give up

de\Irice:si (;hat justify the exercise of the power.”
n g 3 )
addition to laws, nomological explanations contain initial con-

illiam Riker, Democracy in the United States (New York: The Macmillan Co

1965), pp. 260-64.
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ditions. The upshot of this fact is the realization that each stage of 8

genetic explanation is in effect a separate explanation. Thus, using

the example from Riker, we see that the explanation of the Supreme

Court's adoption of judicial restraint (because of the fear engendered

by the attack of Roosevelt in 1937) is logically independent of the

d each of the consequent steps can be pulled out of

next step. An
context and made to stand as a complete explanation of a single

development. The realization that initial conditions are @ part of
or an important

genetic explanations provides the foundation f
ould not be

the pattern. It is that the genetic pattern sh

caveat about
thought of as an historical theory of society a la Spengler or Marx.

That is, a genetic explanation merely states that, «At stage I, A hap-
pened, which because of events 1 and 2 at stage 11, helped cause B,
which because of events 3 and 4 at stage 1L, helped cause c.”In
other words, the explanation does not read, A B — C, as it proba-
bly does in Marxian theory. This is because we are simply noting
how a combination of conditions at each stage influenced the next

stage. There is nothing inevitable about the outcome G, because

events 1, 2,3, and 4 did not have to happen (although of course they

were gaused).

Combinations of patterns

. We have now identified six patterns of explanation and their sub-
patterns. Each was presented as an essentially pure pattern. That is,

mber of explanations as if each were only disposi-

we analyzed a nu
tional, only intentional, only system-maintaining, etc. However,

practically speaking, one notices a great number of explanations in
political science that are really combinations of patterns; in fact,
most explanations areé not pure, in the above sense. One could take

the position that 8 pattern is characterized as dispositional, for in-

stance, because dispositional laws are dominant but not exclusive;

in other words, it is dispositional to a greater degree. In saying this,

however, we should not overlook political science explanations that

is section is designed 1o refine or add to, not

are pure; in short, th
ented in the

correct, the typolosy of patterns which has been pres
previous section.
In discussing combinations of patterns, it should be realized that

one of our patterns, the genetic, is naturally a mixture of sorts. We
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n
zauy Viealédﬂlat the s'(agesf of a genetic explanation can be analyti
as a series of separate explanati -
8 . planations. Thus, a disposi-
! r(l)(lin;l explanetmn may account for the movement from one slt)a S:a
explaﬁ ;?tentlona(liexplanation the movement to the next. If a gene?ic,:
jon uses dispositional generalizati .
anat ons at each stage, it mi
be ;l;ssxﬂed as both genetic and dispositional. ge. it might
acterize?s;;(;mtilmam:amin? pattern is distinctive in that it is char
e nature of its explananda or de i -
) . pendent variabl
O?Ilr:z, the maintenance of systems. As we have seen, various so?-tss;
can account for this phenomenon. Th |
positional or macro conce ited : B e pitions
pts can be cited as ant iti
oo antecedent conditions
ce of systems. It is trivial, th
the maints ! . , then, to say that sys-
};}I:ilsnil:l:'tamlm’g explanations employ different kinds ofy conces;)}:(z
imply a reiteration of the assertio :
. n that our t
patltferlr:e lacks a single distinguishing criteria. vpology of
moret I;Zalgs:; p:llnt“l[s ke;;; in mind, the discussion to follow will be
gful. We will examine several wa
. : W ys that patterns can be
com e
gen;z;:(:)i( ;(’11n atifimo)n ;0 the sequential combining which occurs in
anations). First, and most obvio
o . , us, the types of laws th
z :ifcltenze several patterns may be employed jointly to account f2;
o i e ex;f)lt;na{ljdum. Take for instance, V. O. Key'’s tentative ex
ion of the U.S. two-party system.5¢ H i -
single-factor explanation, “A e e e be
, more tenable assumption w
: )
};1;; s;ev:aral ;actors drive toward dualism on the Amlt)arican sc:i: '2‘3
actors he cites {with appropriate izati '
' generalizations stated or i
plied) are: (1) the persistence initi s both in-
. of initial form—this impli i
) ] St plies both in-
?:::lit“?al and dispositional explanations; (2) the influence "(;f
ins tu ional “factors. such as the single-member district; (3) th
istence of “‘systems of beliefs and attitudes” —this, of c : im.
ph;s a dispositional explanation. O conee A
Seve:l;tl:fal‘t l:Ney ef combifning patterns in an explanation is to relate
em in one of several ways. That is, i
several of them . ys. That is, instead of showin
actors independently com i :
o o anandum, th d y e together to influence
, the political scientist often att
strate how several variables i e e cranon
s interact to bring ab h
s . : , . g about the phenomenon
e explained. The simplest type in this category is characterized

56 iti i
V. O. Key, Politics, Parties and Pressure Groups (New York: Thomas Y. C 11
3 : . Crowe

Co., 1958), pp. 227-31.
57 Ibid., p. 227.
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by a linking of several factors in a «causal chain.” John H. Fenton
and Kenneth N. Vines’ explanation of why blacks register more in
southern than northern Louisiana is an example.®® The expla-
nandum is accounted for by the permissive-attitude differential be-
tween the two regions. The more permissive attitude of the southern
area is in turn accounted for by an institutional property, the tradi-
tions of the Catholic Church, which is dominant in that area. The
structure of the explanation is, then, ““Registration because of atti-
tudes: attitudes because of Catholic Church.” This might be thought
of as a sort of genetic explanation, but there seems to be a difference.
A genetic explanation is constructed of a series of distinct stages in
temporal sequence. The “mixed” explanation under consideration is
not characterized by such distinct stages. Correlations have been
discovered between two sets of factors and they have been combined
to explain the political behavior in question. Furthermore, the im-
plication is that the process continues to operate. In short there is
structural difference between, *“The Supreme Court is as it is today
because X happened at stage 1, which in turn caused Y to happen at
stage II, etc.” and “Negroes in southern Louisiana register more be-
cause the Catholic church lays the foundation for more permissive
attitudes.” ,

Besides horizonta causal chains, patterns may be combined in
more complex arrangements. Thus dispositional, institutional, and
intentional laws may interact in many complicated ways, determin-
able only by equally complicated statistical tests. A simple example
of this sort is Robert Dahl’s explanation of “why political influence
is always distributed unevenly in political systems.”’s? Dahl uses
three factors, “the unequal distribution of resources, variation in the
skill with which different individuals use their political resources,
and the variations in the extent to which different individuals use
their resources for political purposes.”®® These factors involve dis-
positions, intentions, and physical characteristics. While Dahl calls
his explanation a causal chain, it differs from Fenton and Vines’ in
that it includes a notion of feedback. Thus, while differences in

o

s¢ john H. Fenton and Kenneth N, Vines, “Negro Registration in Louisiana,”
American Political Science Review, vol. 51 {1957). PP- 704-13.

59 Robert A. Dahl, Modern Political Analysis {Englewood Cliffs, N.J.: Prentice-Hall,
inc., 1970), p. 17.
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oliti i -
che ct?:es::ﬂs ﬂfld motivations lead to differences in political influ-
two ,factors Ifrc:rlx tt‘)lm h‘alptshdetm'mine the amounts of the former
. e seen, N
complex. en, why such an explanation is more
We ha istingui
structure:-ethzow dfsunnghed three kinds of pattern-combination
al’!‘angemén[ ;:ommg together of several independent variables; the
complox a of several variables in a causal chain; and the r;lore
oraction a::rflge;nem of several variables, with provisions for in-
eedback. The conclusion to draw from this discussion

is that rarely will a politi .
. political scientist di .
which uses a single causal factor. scover & sound explanation





